
Artificial intelligence

The compute [processing power measured in 
 floating point operations per second (FLOPS)] 

used to train AI models has increased 
by a factor of one hundred million 

in the past 10 years. We have gone from 
training on relatively small datasets 
to feeding AIs the entire internet. 

AI models have progressed from beginners 
— recognising everyday images — to being 
superhuman at a huge number of tasks. 

They are able to pass the bar exam and write 
40 per cent of the code for a software engineer. 

They can generate realistic photographs of 
the pope in a down puffer coat and tell you 

how to engineer a biochemical weapon.
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